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1. (Exercise 7 of Chapter 6 of [SS03]) The Beta function is defined for Re(α) > 0
and Re(β) > 0 by

B(α, β) =

∫ 1

0

(1− t)α−1tβ−1dt.

(a) Prove that B(α, β) =
Γ(α)Γ(β)

Γ(α + β)
.

(b) Show that B(α, β) =
∫∞
0

uα−1

(1+u)α+β du.

[Hint: For part (a), note that

Γ(α)Γ(β) =

∫ ∞

0

∫ ∞

0

tα−1sβ−1e−t−sdtds,

and make the change of variables s = ur, t = u(1− r).]

Solution. (a) Note that with the change of variables given in the hint: s = ur, t =
u(1−r), the new bounds are 0 < u < ∞, 0 < r < 1 and the change of variables
matrix is given by[

∂s
∂u

∂s
∂r

∂t
∂u

∂t
∂r

]
=

[
r u

1− r −u

]
,

∣∣∣∣ ∂(s, t)∂(u, r)

∣∣∣∣ = u.

Applying this transformation to Γ(α)Γ(β), we have

Γ(α)Γ(β) =

∫ ∞

0

∫ ∞

0

tα−1sβ−1e−t−sdtds

=

∫ ∞

0

∫ 1

0

(u(1− r))α−1(ur)β−1e−u(1−r)−urududr

=

∫ ∞

0

e−uuα+β−1du

∫ 1

0

(1− r)α−1rβ−1dr

= Γ(α + β)B(α, β)

as required.

(b) Note that by applying the change of variables s = 1− t to the defining integral
for B, we see that

B(α, β) =

∫ 1

0

(1− t)α−1tβ−1dt =

∫ 1

0

sα−1(1− s)β−1ds = B(β, α).
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Consider the change of variables u =
1

1− s
−1. The new bounds of integration

are 0 < u < ∞ and note that

u =
1

1− s
− 1 ⇔ s =

u

u+ 1
, ds =

1

(u+ 1)2
du.

Applying this change of variables, we have

B(α, β) =

∫ 1

0

sα−1(1− s)β−1ds

=

∫ ∞

0

(
u

u+ 1

)α−1(
1− u

u+ 1

)β−1
1

(u+ 1)2
du

=

∫ ∞

0

(
u

u+ 1

)α−1(
1

u+ 1

)β−1
1

(u+ 1)2
du

=

∫ ∞

0

uα−1

(u+ 1)α+β
du

as required.

◀

2. (Exercise 11 of Chapter 6 of [SS03]) Let f(z) = eaze−ez where a > 0. Observe that
in the strip {x + iy : |y| < π} the function f(x + iy) is exponentially decreasing as
|x| tends to infinity. Prove that

f̂(ζ) = Γ(a+ iζ), for all ζ ∈ R.

Solution. As noted by some students, this question appears to have a few typos:
In order for the exponential decay of f to hold, the condition on y should instead

be |y| < π

2
. Additionally, the formula should be

f̂(ζ) = Γ(a− 2πiζ), for all ζ ∈ R.

We proceed with the solution. Note that for |y| < π

2
, cos y < 0, and so we see that

|f(x+ iy)| =
∣∣∣eax+iaye−ex+iy

∣∣∣ = eaxe−ex cos y → 0 exponentially as |x| → +∞.

So we have that f ∈ Fπ/2. By definition of the Fourier transform, and applying the
change of variables u = ex, u−1du = dx, we have

f̂(ζ) =

∫ ∞

−∞
eaxe−exe−2πixζdx

=

∫ ∞

−∞
(ex)a−2πiζe−exdx

=

∫ ∞

0

ua−2πiζe−uu−1du

=

∫ ∞

0

ua−2πiζ−1e−udu = Γ(a− 2πiζ)

as required. ◀
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3. (Exercise 13 of Chapter 6 of [SS03]) Prove that

d2 log Γ(s)

ds2
=

∞∑
n=0

1

(s+ n)2

where s is a positive number. Show that if the left-hand side is interpreted as (Γ′/Γ)′,
then the above formula also holds for all complex numbers s with s ̸= 0,−1,−2, . . . .

Solution. We use the product formula for
1

Γ(s)
= eγss

∞∏
n=1

(
1 +

s

n

)
e−s/n (Theorem

1.7 of Chapter 6 of [SS03]), we have that

log Γ(s) = log

(
e−γss−1

∞∏
n=1

(
n

n+ s

)
es/n

)

= −γs− log s+
∞∑
n=1

( s
n
+ log n− log (n+ s)

)
where the right-hand side converges for any s ∈ C \ {0,−1,−2, . . . } since

1

Γ(s)
vanishes only at s ∈ {0,−1,−2, . . . , }. Since we have uniform convergence on any
compact subset of C\{0,−1,−2, . . . }, we can differentiate term-by-term inside and
obtain

d

ds
log Γ(s) =

Γ′(s)

Γ(s)
=

d

ds

(
−γs− log s+

∞∑
n=1

( s
n
+ log n− log (n+ s)

))

= −γ − 1

s
+

∞∑
n=1

(
1

n
− 1

n+ s

)
.

Since the sum
∞∑
n=1

(
1
n
− 1

n+s

)
is telescoping, we can show that it converges uniformly

and again we differentiate term-by-term to obtain

d2

ds2
log Γ(s) =

d

ds

(
−γ − 1

s
+

∞∑
n=1

(
1

n
− 1

n+ s

))

=
1

s2
+

∞∑
n=1

1

(n+ s)2

=
∞∑
n=0

1

(n+ s)2

as required. ◀

4. (Exercise 15 of Chapter 6 of [SS03]) Prove that for Re(s) > 1,

ζ(s) =
1

Γ(s)

∫ ∞

0

xs−1

ex − 1
dx.

[Hint: Write 1/(ex − 1) =
∞∑
n=0

e−nx.]
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Solution. Following the hint, we have∫ ∞

0

xs−1

ex − 1
dx =

∫ ∞

0

∞∑
n=0

e−nxxs−1dx

then since for Re(s) > 1 the integral and sum are absolutely integrable and abso-
lutely convergent, we can apply Fubini’s theorem to interchange the order of the
sum and integral and obtain∫ ∞

0

xs−1

ex − 1
dx =

∫ ∞

0

∞∑
n=0

e−nxxs−1dx

=
∞∑
n=0

∫ ∞

0

e−nxxsx−1dx

=
∞∑
n=0

∫ ∞

0

e−yysn−sy−1nn−1dy

= ζ(s)

∫ ∞

0

e−yys−1dy = ζ(s)Γ(s)

where we used the change of variables y = nx. ◀
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